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Abstract

Clinical Decision Support Systems (CDSS) can be used to predict patient outcomes, identify likely diagnoses and allocate healthcare resources. The literature investigating the ethical aspects of rule-based CDSS has identified issues relating to standards of care, the appropriate use and users of such systems, and their impact on patient-provider relationships. This paper extends this discussion to machine-learning based systems with particular attention given to their effects on distributive justice. Frameworks for examining these issues based on consequentialist, procedural and deontological normative theories of justice are proposed and discussed.

Introduction

Clinical Decision Support Systems (CDSS) are increasingly common in the practice of modern medicine. Such medical informatics systems are used to diagnose patients, detect medical errors, and appropriately allocate scarce resources, and CDSS have been found to improve practitioner performance in a wide range of applications (1). As such systems continue to impact human decision making, their effect on not only individual patient care, but also on the principles which the healthcare system strives uphold must be considered. The ethical issues arising from the use of CDSS have been investigated previously. The literature on these issues has been characterized by Goodman as relating broadly to standards of care, the appropriate use and users of such systems, and their impact on patient-provider relationships. (2)

A key feature of most CDSS today is the use of formal empirical evidence in creating the rules used to predict outcomes or recommend interventions. The rise of deep learning algorithms to classify and interpret data holds both great promise and significant risks. IBM's Watson system for instance is already in use to identify likely diagnoses based on electronic health records (3). The reasoning used by this class of algorithms is difficult or impossible to interpret, and they are not immune to bias. A similar system used to evaluate the recidivism risk of parolees in Florida was, for instance, found to misclassify black defendants as “high-risk” at nearly twice the rate of their white counterparts (4). While most foreseeable CDSS applications of this technology involve the use of algorithms which are able to be externally understood and interpreted, this may not continue to be the case.

The widespread use of such sophisticated CDSS is in the mid- to long-term is indeed a likely scenario, and it would be desirable to begin developing methods for externally evaluating the ethical aspects of these systems. It is not a given that these systems will be free of bias, and important public health factors must be taken into account to ensure the continued development of a just healthcare system. The ethical development of increasingly advanced CDSS may require the explicit enumeration of the values which we desire to uphold, in a manner which can be used to constrain and direct the application of machine learning algorithms. There exist several normative theories of justice which may be applied to suggest methods for analyzing this difficult problem. Beauchamp and Childress (5) describe three
important fields of thought which will be considered here, including the consequentialist, procedural and deontological approaches to characterizing justice. Each of these frameworks will be applied to propose methods for analyzing CDSS and ensuring their use results in an ethical and just distribution of healthcare.

**Purpose**

This paper will review the ethical issues relating to CDSS presented by Goodman and investigate the implications of advances in the field of medical informatics. These ethical questions have been examined in the literature with regards to current-generation CDSS, but little formal literature exists in regards to the ethical problems arising from the use of deep learning algorithms whose decision making processes are difficult to interpret. Normative theories of justice as described by Beauchamp and Childress (2001) will be applied in search of models which might adequately guide the resolution of these issues.

**Discussion**

Three main areas of ethical concern have arisen in regards to CDSS (2). The first of these is the effect of the system on the standard of care. That is to say, whether the system improves patient care and helps providers fulfill the responsibilities placed upon them by society. It may also be the case that such systems add some set of additional responsibilities to providers. In healthcare, providing a predetermined standard of care is closely linked to the problem of error avoidance. Such errors are defined in relation to an existing empirical construct, and these are themselves subject to revision over time as new evidence comes to light. In terms of the standard of care then, a CDSS may be considered to be ethical if it improves providers’ ability to maintain adherence to a standard. Such adherence can be measured as the system’s performance. For instance, a CDSS may be designed to use a validated pediatric dehydration score to recommend rehydration for specific acute gastroenteritis patients (6). The use of an evidence-based standard allows for the valid use of deviation from the system recommendation as a measurement of performance.

The implementation of systems using algorithms whose decision making processes cannot be interpreted must involve a redefinition of the standard of care. There is an inherent trade-off in model complexity and interpretability, and beyond a point, recommendations made by the system can only be characterized in terms of the outcome produced. As in the study referenced above, real-world outcomes in studies of CDSS are relatively difficult to identify (7). The risk of harm caused by lack of model interpretability is difficult to characterize as well. Goodman recommends the principle of progressive caution to encourage the development of advances in the field, while maintaining a robust base of evidence for the beneficence thereof. Using this principle, it may be that such uninterpretable underlying models must meet a higher standard of evidence based on outcomes under a wide range of circumstances before they can be broadly implemented with acceptable levels of risk.
The second area of concern involves the appropriate use and users of the CDSS. As with other tools in healthcare, CDSS is only effective if used in appropriate circumstances, by appropriately trained personnel for the purpose it was designed for. Goodman suggests that a control on qualifications for the use of such systems may be desirable to ensure appropriate use. Setting minimum qualifications for the use of various forms of CDSS may serve not only to mitigate risks, but also to allay concerns regarding practitioner autonomy. Decisions made by rule-based CDSS are relatively simple and readily interpreted by the clinician, and can be analyzed to detect possible errors. More sophisticated models may be determined to, for instance, predict pregnancy outcomes for lupus patients with 90% accuracy (8), but if a clinician disagrees with this assessment in a clinical setting, it may be difficult to determine whether the error is hers or the algorithm’s.

It is in the interaction between humans and computers where machine learning algorithms are likely to have the most short-term impact. Machine learning tools have, for instance, been effectively implemented to code medical documents (9), and perform other classification tasks peripheral to the clinical decision making process (10). Machine-learning based systems to relieve cognitive burden and improve productivity involve less risk, and are likely to precede widespread adoption of CDSS as strictly defined. While improvements in the usability of informatics systems is likely beneficial on the whole, they also involve increasing the risk of misuse of these systems by staff or patients. If not carefully designed, CDSS can cause users to overestimate the reliability and accuracy of algorithmically generated decisions.

This “Computational fallacy” contributes to Goodman’s final ethical issue, that of the effect on professional relationships. Such a system must not, in Goodman’s view, be allowed to unduly influence hesitant patients or undermine trust in their provider, going so far as weighing the benefits of concealing the use of these systems from patients. The risk of patients using such tools as surrogates for formal medical evaluation is considered, and is weighed against the benefits of including patients in the decision making process. In implementing deep learning algorithms designed to interface with humans, the problems of the computational fallacy are amplified. The uncertainty associated any prediction must be made clear to the user, and final decisions should be left to humans where appropriate.

In addition to the ethical issues presented by Goodman, problems relating to liability and responsibility for the appropriate use of CDSS are discussed. Goodman argues that CDSS could be conceptualized either as a service or a product, resulting in different applicable standards of liability. While services such as diagnosis by a medical doctor are held to a standard of negligence, the establishment of causality is sufficient to meet the standard of strict liability used to determine the liability of manufacturers of medical products. (11) There exists no consensus regarding the legal standing of these systems. Proponents of the “learned intermediary” doctrine hold that an adequately informed clinician may be held accountable for undetected malfunctions in a system. Another approach is to consider computer systems as agents to whom responsibility can be attributed on par with human agents. There is a need to
develop sound regulation to clarify the position of these systems, while balancing the ability to ensure appropriate levels of accountability against the desire to encourage the continued design and implementation of beneficent CDSS.

As CDSS algorithms increase in complexity and become more similar to humans in decision making capacity, it seems increasingly reasonable to apply similar standards to human- and computer-generated decisions. While human clinicians may be queried in regards to the motivations behind their decisions, extracting this information from deep learning systems is non-trivial and typically limited to estimations of variable importance. While obvious deviations from an established standard of care are detectable in post hoc review, it may be that in unclear cases, mistakes and appropriate assessments are indistinguishable. Given this difficulty of establishing negligence in individual cases, there is a special onus on these systems to establish their effectiveness and compliance with ethical standards at the aggregate level.

**Normative theories**

Of the many potential effects of implementing machine learning algorithms of the type discussed in CDSS, the undermining of the traditional method for establishing adherence to a standard of care by demonstrating compliance with evidence-based guidelines is perhaps the most fundamental. If we cannot demonstrate that a system bases decisions on some discrete set of rules which have been shown through research to be free of bias, a framework for ensuring that these systems lead to just outcomes at the population level is necessary.

Beauchamp and Childress describe a number of theories relating to distributive justice, of which three were chosen based on their applicability to the topic. A consequentialist approach to evaluating the ethics of CDSS involves a focus on maximizing outcomes. This theory of justice is the most natural to apply to allocative systems, as the process of maximizing or minimizing some specified output value is the goal of most predictive algorithms. Addressing concerns of distributive justice then involves ensuring that population-level outcomes are considered when making individual-level decisions. This would involve identifying appropriate measures of distributive equity and ensuring that properties relevant to the equity measure are available in the decision-making process. For instance, with all else being equal between two potential recipients of home nursing services, we may want a CDSS to assign the resource to the patient living in the poor, underserved neighborhood for reasons of equity. Such a scheme could however be criticized for sacrificing optimal patient care in the name of a sort of affirmative action. A reliance on outcome measures may also be challenging to implement owing to the difficulty of obtaining high-quality outcome data as discussed above.

A procedural method for ensuring the ethical use of CDSS may involve a reliance on the openness and transparency of the algorithms and data used to generate decisions. While much of the research being done in the field of artificial intelligence is performed using open-source tools and datasets, this is not consistently the case with implementations of the technology in practice. The COMPAS recidivism model has for instance been validated in terms of predictive power, but the core algorithms are proprietary and not available for review. It may be that
the risk of bias is sufficiently great that only fully transparent, reviewable systems may be tolerated. While such an approach would not directly ensure the ethical application of CDSS, it may ensure that researchers have the tools necessary to investigate ethical questions surrounding the use of these systems. Another interpretation of the procedural approach may involve designing systems to require some form of final approval by a human in a wide range of decision-making applications.

Finally, a deontological approach may involve setting certain a priori criteria for the system based on given maxims. For instance, we may desire that a CDSS make no distinction as to race in clinical decision-making. In practice, this may be accomplished by excluding variables relating to ethnicity of the patient. While satisfying, this approach involves some difficulties. By eliminating such variables from consideration, we may be negatively impacting the standard of care provided. Ethnicity is an important predictor for disease (sickle cell anemia for instance), and bias may still occur due to correlations between the “protected” variable and other non-excluded factors. The feasibility of implementing Kantian ethical models in machine learning systems at a deeper level remains an open question (14).

Conclusion

The use of CDSS based on machine learning instead of static, evidence-based rules involves an exacerbation of the issues identified by Goodman. Standards of care must increasingly come to be defined by outcomes rather than processes. As machine learning improves the usability of CDSS for a wider audience, the problem of appropriate use and users is magnified and the computational fallacy must be negated though good system design. Goodman’s framework is however insufficient to evaluate population-level issues of allocative justice. Three approaches to mitigating the risk of systemic bias are described. Ensuring that indicators of bias are included as outcomes when training machine learning algorithms may be seen to constitute a consequentialist approach. Ensuring that the data and algorithms used may be independently verified to be free of bias may satisfy the proceduralist. A deontological view of ethics involves the specification of categorical imperatives, the implementation of which may lead to unintended consequences. Each of these approaches have both merit and drawbacks, and no single approach appears to be dominant. Further consideration of the ethical aspects of machine learning based CDSS is necessary, and guidelines for evaluating the particularly difficult problem of their effect on distributive justice should be developed before the technology is presented to policymakers as a fait accompli.
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